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Abstract. Image compression algorithms should be evaluated by at least two im-
portant criteria: the compression rate and the quality of the reconstructed images.
Other factors which may be considered are compression/decompression times,
the memory requirements, etc. This paper shows the results obtained in a per-
formance comparison between six lossy compression algorithms on texture im-
ages. We measure the quality of the reconstructed image and the compression/
decompression process time at moderate and low bit rate compression ratios. The
results shown allow the selection of an algorithm as a function of image texture,
in future we intend to measure other image components such as edges and edge-
associated detail to have the possibility of recommending a compression algo-
rithm that adapts to any image that we need to compress.

1. Introduction

Digital images are much used in several disciplines of computer science besides Digital
Image Processing (DIP). A great quantity of the information that human beings use
daily is in a digital form, digital images need a great amount of storage space and more
bandwidth and time to transmit it for example via Internet. A possible solution to han-
dle this data and to use less storage space and time to transmit is to use image compres-
sion.

The goal of image compression is to reduce the bit rate for signal transmission or
storage while maintaining an acceptable image quality for various purposes [1]. The
compression process can be made with or without loss of information. In lossless
methods the decompressed data are an exact copy of the originals, whereas in the lossy
methods, the decompressed data are an approximation of the originals.

Image compression methods have been evaluated on the basis of minimizing an ob-
jective distortion measure at a given level of data compression [2]. At low bit rates an
image can be distorted or present artifacts in components such as edges or textures and
it becomes imperative to measure the performance of a particular coder in order to
know if there exists a balance between the quality of the reconstructed image and the
compression factor obtained, which is a suitable criterion in lossy compression coders.

In the literature there are a few works [3], [4], [5] that attempt to measure the per-
formance of a compression algorithms in order to try to recommend an adequate algo-
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rithm for the image that needs to be compressed. The difference between this paper and

others reported in the literature is that we present the first and novel results obtained in

a comparison made using the very important information of a texture cue in an image.

We made the comparison by measuring the time used to 
compress/ decompress an

image and the quality of the reconstructed image 
at moderate and low bit rate. This

study was made as a base work in order to d
esign in the future a compression coder

with feature preserving (textures, edges, and edge associated detail).

In the following sections we present a brief description of the proposed model and

the tests and results obtained from the compression algorithms comparison.

2. Proposed Model

All the objects in the real world have a surface that can reflect light in a way that de-

pends on the structure of the surface. That manner of reflecting light is known as the

visual texture of the objects and gives information about the m
aterial that the object is

composed of (wood, water, steel, wool, etc) and some properties (roughness, regular-

ity, brightness, homogeneity, etc) that inform about the state (wet, clean, liquid,
 etc) of

the object.

An image gives us the sensation of texture by the repetition of similar patterns, in

[6] Julez gives a definition of texture: Textures are composed by a small number of

similar types of atoms called textons, that are repeated in almost regular or random

position and orientation.
Several authors agree that the three most important dimensions for texture percep-

tion by human beings are: periodicity, randomness and directionality [7], [8]. A texture

image can be classified in one of the three mentioned types and one can use the Fourier

spectrum to help the task of classification [7].

A rough description of the Fourier spectrum for each texture class is:

a) Periodic textures: The spectrum consists of significant peaks scattering out

regularly in some directions.

b) Directional textures: In the Fourier spectrum the directionality will be pre-

served.

c) Random textures: The distribution of the responses of the spectrum is not re-

stricted to certain directions.

In this paper we measure the performance of lossy image compression algorithms

on each of the three classes of textures with the goal of investigating which compressor

has the best performance for each class in order to offer the possibility of recommend-

ing a compression algorithm for the particular texture information of an image.

The proposed model has six phases, first we select the database of image textures,

second we compute the Fourier spectrum, third we classify the image in one of the

three texture classes, fourth the image is compressed/decompressed with six lossy

image coders, fifth the error between original and reconstructed image and the time

used to compress/decompress are measured; and finally we make comparisons between

the images. Figure 1 shows the phases for the proposed model.
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In future work we intend to make a similar analysis measuring other components of

images in order to give a final and more accurate criterion for the selection of an algo-

rithm to compress an image and in order to build a feature preserving image coder. The

goal of the future coder will not be to minimize an objective
 distortion measure at a

given bit rate, but to preserve important features of the image. The measure of image

quality will be taken with a pattern recognition process.
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